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 The Collaborative Filtering  method is a popular method in making recommender systems. 

Although CF is a popular method, it has major problems, namely cold start and sparsity . Several 

studies have been conducted to treat cold starts and sparsity. One way to overcome cold start and 

sparsity is the Borda calculation method. Research using the Borda method has been carried out 

a lot but has not utilized the rating optimally. The NRF method is a new method offered to 

maximize the use of ratings. By using dummy test data, the NRF method is more effective than 

Borda in calculating recommendation scores. 
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1. INTRODUCTION 

Recommender systems are increasingly being used in online media that offer products/services. This is because of the 

increasing amount of data causes the complexity of user data. For example, online trading platforms such as Tokopedia, 

Bukalapak, Lazada are getting more and more users. Not only that, movie or music streaming services on demand such as 

Netflix and Amazon Prime Video also continue to grow from the number of users. 

Recommender system work by gathering information about user preferences for the product either explicitly or implicitly 

[1]. The recommender system is different from decision support systems, such as those used to select the best airline [2] or 

select a project manager [3]. In general, recommendation systems are grouped into three categories: content-based, 

collaborative filtering (CF), and hybrid [4]. The content-based method generates recommendations based on user-profiles and 

the similarity of product descriptions, while CF generates recommendations for users based on the transaction history 

(assessment) of other users [5]. However, there is no known good algorithm for making recommender systems. Some of the 

research conducted only focuses on the application of the method. Some of these studies; collaborative filtering 

recommendation system using the ALS method [6], making a recommender system using the Apriori algorithm [7], making a 

recommender system for UMKM (micro, small, and medium enterprises) [8], making a recommender system using the K-

Means algorithm [9], making a recommender system using the association method [10], making a recommender system using 

Apache Mahout [11], making a recommender system using content-based filtering method for food crops [12], making a 

recommender system using Naïve Bayes method [13], making a recommender system using TOPSIS algorithm [14], and using 

Weight Product algorithm [15]. There have not been many studies comparing algorithms, such as the comparison of KNN, 

SVM, and Decision Tree [16].  

The CF method is a popular method in making recommender systems [5]. Although CF is a popular method, it has major 

problems, namely cold start and sparsity [17]. Research to overcome the problem of cold start in CF has been carried out by 

Lika et al. [18] and Uyangoda et al. [19]. Tang and Tong conducted research to address sparsity in CF using a ranking-based 

approach [20], and other studies using a ranking-based approach were carried out using the Copeland Score aggregation 

method [21] 

https://creativecommons.org/licenses/by-sa/4.0/
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Rank-based research that has been conducted using the Borda and Copeland methods has not utilized rating data with 

maxima. One of the studies that tried to use rating data to the maximum has been carried out by Lestari by offering the NRF 

(normalized rating frequency) method [22]. However, the methods offered have not yet compared the effectiveness of their 

use. This study aims to compare the effectiveness of the Borda and NRF methods in a collaborative filtering-based 

recommender system. 

 

2. RESEARCH METHOD 

The research was conducted by conducting several stages, starting from; literature review, data collection, data 

preparation, testing, analysis, and conclusion. The research procedure carried out is shown in Figure 1. 

 

Figure 1. Research procedure 

Library sources come from national/international journals, books, papers, and the internet. Literature study continues to 

be carried outside by side with other research stages until the end of the research. This is done so that if in the next stage other 

reference sources are found that support the research, these reference sources can be used as literature to help complete the 

research that will be carried out. The research will be conducted using dummy data. To determine what data to use for 

research, literature studies are carried out through journals, books, and the internet related to the research to be carried out. 

Data preparation is done by cleaning the data so that it can be processed easily and correctly. In addition, at this stage, data 

descriptions and data summaries are also carried out so that the characteristics of the data can be known.  

The test was carried out by comparing the Borda and NRF methods in making rankings. The analysis is carried out by 

testing the model obtained. The Borda method calculation is shown in equation 1, while the NRF method is shown in equation 

2.  

                                  (1) 

                              (2) 

The test results were analyzed by analyzing the test result score.  The last one is to conclude whether the objectives of the 

research have been achieved or not. 

 

3.  RESULTS AND DISCUSSION 

The film rating data used has obtained from Movie Lends data. The data contains 80000 rows and 4 columns. Table 1 

shows the top 6 data, consisting of; user id, item id, rating, and timestamp. 

Table 1. Data rating 

User_id Item_id Rating Timestamp 

1 1 5 874965758 

1 2 3 876893171 

1 3 4 878542960 
1 4 3 876893119 

1 5 3 889751712 

1 6 4 875071561 

By using a sample of 10 film items, the calculation results of the Borda and NRF methods can be seen in Figure 2 and Table 2. 

Table 1 shows the sample data used for calculations. The data used is a film rating of 943 users. The first user gives a rating of 

5 for film with id item 1, rating 3 for with id item 2, rating 4 for with id item 3, rating 3 for with id item 4, rating 3 for with id 

item 5, and rating 4 for with id item 6.  

Table 2. Calculation results 

Order of Recommendations 
Borda NRF 

Item_id Skor Item_id Skor 

1 2 9 2 4.9 

2 1 8 1 3.83 
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Order of Recommendations 
Borda NRF 

Item_id Skor Item_id Skor 

3 6 8 7 3.67 
4 7 7,9 6 3,5 

5 3 7,7 3 3,47 

6 5 7 5 3,10 
7 9 6 4 3 

8 4 6,3 9 2,95 

9 10 6,3 10 2.93 
10 8 5 8 2,8 

 

 

Figure 2. Comparison of order recommendation 

Figure 2 and Tabel 2 show a comparison of the recommendation order. The Borda and NRF methods have similarities for 

the films with items id 1, 2, 3, 5, 8, and 10. However, both have different sequences for films with items id 4, 6, 7, and 9.  The 

Borda method gives the third recommendation for a film with item id 6, while the NRF gives the third recommendation for a 

film with item id 7. Likewise, for the film with item id 7, Borda gives the ninth-order and the NRF gives the fourth-order. The 

Borda method produces the same score for the second and third recommendation order, a score of 8. While the NRF method 

produces different scores for each recommendation sequence. This shows that the Borda method is less effective than the NRF 

method. Table 3 shows a very clear difference in determining the order based on the scores obtained. The Borda method still 

produces the same score so it is confusing to determine the order, in contrast to the NRF method which does not produce the 

same score so it is easy to sort. 

Table 3. The difference in score between Borda and NRF methods 

Order of Recommendations 
Skor 

NRF Borda 

2 3.83 8 

3 3.67 8 
8 2,95 6,3 

9 2.93 6,3 

 

Both NRF and Borda use the ranking method in determining recommendations. However, the NRF method yields different / 

detailed ranking scores (see Table 3). Borda produces the same score (score 8) for 2nd and 3rd order, even though 2nd and 3rd 

are different films. Thus, the correct order could be 3 then 2. It is different from the NRF method which produces a different 

score so that it clearly shows the 2nd and 3rd order. Borda produces the same score so it is confusing in providing 

recommendations, in contrast to the NRF which gives a different score so that it is not confusing. The calculation method 

results in less effective calculations. This is due to several things. First, the use of rating data is only for compiling the user 

preference profile. Second, point determination is only based on products in the preference list, not considering other ratings 

such as the same number of ratings and index. 

 

4.  CONCLUSION 

The Borda and NRF methods have the same method of determining recommendations, namely based on ratings. 

However, it is not yet known which method is the best in calculating the rating score. After the comparison of the score 

calculations using the film rating data, the NRF method is more effective in providing recommendations because it produces 

different calculations for each recommendation sequence. The NRF method can calculate more detail than Borda in calculating 

the order of recommendation. NRF produces scores that are always different, while Borda produces the same score 
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calculations for 2nd and 3rd (score 8) and 8th and 9th (score 6.3). For further research, it is necessary to compare the two 

methods by conducting user testing or usability testing. 
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