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Abstract−The National Examination (UN) is a government policy in the field of education to determine the quality 

standards of educatioN. The function of the national examination is important to measure student competence and one of the 

considerations for selection to a higher level. The Naive Bayes algorithm is mostly used in spam message filtering, sentiment 

analysis, and recommendation systems. One of the main reasons for the use of this algorithm is due to its quick and easy 

implementation. The test was carried out using the WEKA application, using the confusion matrix method to determine the 

effectiveness of classification with model equations and can be calculated to find accuracy, sensitivity, specificity, positive 

predictive value (ppv), and negative predictive value (npv). The results of the evaluation and validation of the confusion matrix 

using training data and testing data showed the accuracy rate and error rate in the Naïve Bayes algorithm of 96.8254% and 

3.1746%.  
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1. INTRODUCTION 

The National Examination (UN) is a government policy in the field of education to determine the quality standards 

of education[1];[2];[3]. The function of the national examination is important to measure student competence and 

one of the considerations for selection to a higher level. The purpose of conducting national examinations is very 

good for improving the quality of education. The reality that has occurred in the field so far, the implementation 

of national examinations still causes many problems[4]. From year to year, the moment of the national exam has 

always been a concern for many parties. Not only students, but also parents and the school. Parents play a role in 

preparing their children by providing support and motivation. Meanwhile, the school is required to prepare 

strengthening activities for students through material deepening activities, material enrichment and exam training. 

Although now the UN score is not the only graduation benchmark, the best result is naturally a hope for all parties 

concerned. 

The preparation of students before carrying out the national exam is very important for the school to pay attention 

to. Every student in facing the exam is different, some face it seriously and some face it casually. In order for 

students to be successful in the national exams, the school took a policy to hold national examination training or 

tryouts [5];[6].  A tryout is an evalution stage to face the real national exam. The questions contained in the tryout 

refer to the material in the national exam [7];[8]. The preparation of the questions was obtained from the material 

of classes I, II and III, and it is possible that the questions were obtained from various mass media sources that 

are still related to the lattice of the national examination. Of course, it is inseparable from the applicable 

curriculum, but there may be new things that have never been taught by teachers [9];[10];[11]. With the tryout 

activity, the school will know the results. It can be known to the students who are ready and not ready by looking 

at the results of the tryout. The school conducts try outs or practice exams from the four subjects, namely 

Indonesian, English, Mathematics and Science for students' readiness to face the national exam.  

Using the Naïve Bayes algorithm method, it is hoped that it can solve the problem [12];[13];[14]. Naïve Bayes is 

a simple probabilistic classification that calculates a set by summing frequencies and combinations of values from 

a given dataset. The algorithm uses Bayes' theorem and assumes all the independent or non-interdependent 

attributes given by values on class variables [15], [16]. 

From the above problems, the author will create a data processing system to predict students' readiness to face 

national exams. The attribute used is tryout value data for the last 3 years. Then there are 3 kinds of labels used, 

namely ready, quite ready and not ready, where in the process of calculating the four subjects must have an 

assessment standard. Students are declared ready if the scores of all four subjects and the average score meet the 

minimum completion criteria (KKM) standards [17];[18];[19]. Then, students who are declared sufficiently 

prepared if one of the scores of the four subjects and the average is below the minimum completion criteria (KKM) 

standard. And students who are declared not ready if the scores of the four subjects and the average are more than 

one below the minimum completion criteria (KKM) standard. 
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Naive Bayes is a collection of algorithms compiled on the basis of Bayes' Theorem. Well, Bayes' Theorem itself 

is a mathematical model with a statistical and probability basis[20]–[22]. Although not a new thing, this algorithm 

remains relevant to machine learning (ML) that has developed recently, especially those that are still related to 

NLP or natural language processing problems [23];[24]. The Naive Bayes algorithm is mostly used in spam 

message filtering, sentiment analysis, and recommendation systems. One of the main reasons for the use of this 

algorithm is due to its quick and easy implementation. Naive Bayes is closely related to classification and machine 

learning[25], [26]. This algorithm is also often used in recommendation systems because it is considered efficient. 

Naive Bayes is a suitable method for binary and multiclass classification. This method, also known as the Naive 

Bayes Classifier, applies a supervised object classification technique in the future by assigning class labels to 

instances/records using conditional probabilities [27]. Conditional probability is a measure of the probability of 

an event occurring based on another event that has (assuming, preconceived, asserted, or proven) occurred. 

Classification of training data that has been labeled with classes. 

2. RESEARCH METHODS 

2.1 Research Framework 

The research framework is basically a framework for the relationship between the concepts to be observed or 

measured through the research to be carried out. This study discusses the application of a prediction system using 

the Naïve Bayes method to determine student readiness in facing the national exam. 

 

Figure 1. Research Framework 

2.2 Naïve Bayes 

Naïve Bayes is one of the algorithms found in the classification technique [28];[29];[30]. Naïve Bayes is a 

classification by probability and statistical methods proposed by the British scientist Thomas Bayes, namely 

predicting future odds based on previous experience so that it is known as Bayes' Theorem. 

     (1) 

The theorem is combined with Naïve where it is assumed that the conditions between the attributes are mutually 

free. The Naïve Bayes classification assumes that the presence or absence of certain traits of a class has nothing 

to do with the traits of another class (Bustami, 2014). 

Where: 
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X : Data with unknown classes 

H : Data hypothesis is a specific class 

P(H| X) : The probability of hypothesis H based on condition X (posteriori probability) 

P(H): The probability of the hypothesis H (prior probability) 

P(X): Probability X. 

To explain the Naïve Bayes method, it is necessary to know that the classification process requires a number of 

instructions to determine what class is suitable for the analyzed sample. 

3. RESULTS AND DISCUSSIONS 

3.1 Data Preparation 

The initial stage carried out in this study was the preparation of data obtained from SMP Negeri 3. The data 

obtained is tryout value data from the 2015/2016, 2016/2017, and 2017/2018 school years which totaled 419 

datasets. 

In the data, there are 8 attributes, namely Participant Number, Participant Name, Gender, UN Try Out Value 

(Indonesian, English, Mathematics, and Science), Average, and Description. But from the results obtained, there 

are some attributes that are not needed in the classification process. The picture below is a table diagram in 

grouping students with each school year. 

 

 

Figure 2. Grouping Diagram 

3.2 Data Cleansing 

From the results of the data obtained a number of data problems, especially incomplete data. For this reason, a 

data cleaning process is carried out to eliminate problematic data. The following is tryout value data used to 

determine student readiness. In this cleaning process, the deletion of records and variables is carried out because 

in the data processing there are variables that have no effect and are not used such as the Participant Name and 

Gender attributes. As contained in the research method, these attributes are not used in the prediction of 

determining student readiness, so they do not interfere during the process later. From the cleaning results, data 

were obtained of 419 datasets that will be used in the classification process. 

3.3 Implementation of the Naïve Bayes Calculation  

Training data is to determine whether a student is ready, sufficiently prepared, or not ready for the national exam. 

The classification of tryout un value data can be calculated if input is given in the form of Indonesian, English, 

mathematics, science and student readiness using the Naive Bayes algorithm. If new input is given, the data 

classification of the UN tryout value can be determined through the following steps: 

a. Prepare training data, data to be used. 

b. Count the number of classes 

P (Readiness=READY) = 182/293 = 0.62. The amount of READY data on the tryout un data divided by 

the amount of training data. 

P (Readiness=SUFFICIENTLY READY) = 44/293 = 0.15. The amount of sufficiently ready data on the 

tryout data un divided by the amount of training data. 
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P (Readiness=NOT READY) = 67/293 = 0.23. The amount of data NOT READY on the tryout un data 

divided by the amount of training data. 

c. Counts the same number of cases with the same class 

P(Indonesian = Good| Readiness = READY) = 71/182 = 0.39  

P(Indonesian = Good| Readiness = SUFFICIENTLY READY) = 11/44 = 0.25  

P(Indonesian = Good| Readiness = NOT READY) = 12/67 = 0.18  

P(Indonesian = Sufficient| Readiness = READY) = 111/182 = 0.61 

P(Indonesian = Sufficient| Readiness = SUFFICIENTLY READY) = 33/44 = 0.75  

P(Indonesian = Sufficient| Readiness = NOT READY) = 52/67 = 0.78 

P(Indonesian = Bad| Readiness = READY) = 0/182 = 0 

P(Indonesian = Bad| Readiness = QUITE READY) = 0/44 = 0  

P(Indonesian = Bad| Readiness = NOT READY) = 3/67 = 0.04 

 

P(English = Good| Readiness = READY) = 89/182 = 0.49  

P(English = Good| Readiness = QUITE READY) = 12/44 = 0.27  

P(English = Good| Readiness = NOT READY) = 2/67 = 0.03  

P(English = Sufficient| Readiness = READY) = 93/182 = 0.51 

P(English = Sufficient| Readiness = QUITE READY) = 26/44 = 0.59  

P(English = Sufficient| Readiness = NOT READY) = 43/67 = 0.64 

P(English = Bad| Readiness = READY) = 0/182 = 0 

P(English = Bad| Readiness = QUITE READY) = 6/44 = 0.14  

P(English = Bad| Readiness = NOT READY) = 22/67 = 0.33 

 

P(Math = Good| Readiness = READY) = 66/182 = 0.36  

P(Math = Good| Readiness = QUITE READY) = 4/44 = 0.09  

P(Math = Good| Readiness = NOT READY) = 0/67 = 0  

P(Math = Enough| Readiness = READY) = 116/182 = 0.64 

P(Math = Enough| Readiness = QUITE READY) = 20/44 = 0.45  

P(Math = Enough| Readiness = NOT READY) = 17/67 = 0.25 

P(Math = Bad| Readiness = READY) = 0/182 = 0 

P(Math = Bad| Readiness = QUITE READY) = 20/44 = 0.45  

P(Math = Bad| Readiness = NOT READY) = 50/67 = 0.75 

 

P(IPA = Good| Readiness = READY) = 86/182 = 0.47  

P(IPA = Good| Readiness = QUITE READY) = 12/44 = 0.27  

P(IPA = Good| Readiness = NOT READY) = 8/67 = 0.12  

P(IPA = Sufficient| Readiness = READY) = 96/182 = 0.53 

P(IPA = Sufficient| Readiness = SUFFICIENTLY READY) = 30/44 = 0.68  

P(IPA = Sufficient| Readiness = NOT READY) = 44/67 = 0.66 

P(IPA = Bad| Readiness = READY) = 0/182 = 0 

P(IPA = Bad| Readiness = QUITE READY) = 2/44 = 0.04  

P(IPA = Bad| Readiness = NOT READY) = 15/67 = 0.22 

 

P(Average = Good| Readiness = READY) = 45/182 = 0.25  

P(Average = Good| Readiness = QUITE READY) = 0/44 = 0  

P(Average = Good| Readiness = NOT READY) = 0/67 = 0  

P(Average = Sufficient| Readiness = READY) = 137/182 = 0.75 

P(Average = Sufficient| Readiness = SUFFICIENTLY READY) = 28/44 = 0.64  

P(Average = Sufficient| Readiness = NOT READY) = 0/67 = 0 

P(Average = Bad| Readiness = READY) = 0/182 = 0 

P(Average = Bad| Readiness = QUITE READY) = 16/44 = 0.36  

P(Average = Bad| Readiness = NOT READY) = 67/67 = 1 

d. Calculating Testing Data 

(Indonesian = 7.80, English = 6.80, Mathematics = 3.25, Science = 5.50, and average = 5.84) 

Multiply all the results of the variables READY, SIMPLY READY, and NOT READY  

P(READY) * P(Good| READY) * P(Enough| READY) * P(Bad| READY) * P(Enough| READY) * 

P(Enough| READY) 

= (0.62)(0.39)(0.51)(0)(0.53)(0.75) = 0 
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P(QUITE READY) * P(Good| SIMPLY READY) * P(Enough| SIMPLY PREPARED) * P(Bad| 

SIMPLY READY) * P(Enough| SIMPLY READY) * P(Enough| JUST READY) 

= (0.15)(0.25)(0.59)(0.45)(0.68)(0.64) = 0.004 

P(NOT READY) * (Ok| NOT READY) * (Enough| NOT READY) * (Bad| NOT READY) * (Enough| 

NOT READY) * (Enough| NOT READY YET) 

= (0.23)(0.18)(0.64)(0.75)(0.66)(0) = 0 

e. Conclusion of the results of the specified class 

From the results above, it can be seen that the highest probability value is in the class (P| SUFFICIENTLY 

PREPARED) so that it can be concluded that the status of the student falls under the classification of 

"SUFFICIENTLY PREPARED" to face the National Examination. 

3.4 Evaluation and Validation 

Classification methods can be evaluated based on criteria such as accuracy, speed, reliability, stability, and 

interpretability. After the data is processed, the data is tested for accuracy to see the performance of the method. 

The results of the model testing carried out, namely with the Naïve Bayes algorithm, were tested for the level of 

accuracy using the confusion matrix. 

 

Figure 3. Testing on the WEKA  

From the picture above, it is divided into 2 data on the testing data, namely the wrong data and the correct data. 

122 data are correct or 96.8254% and 4 data are incorrect or 3.1746%. From the calculation of the accuracy of 

the training data using testing data from 126 student data, 90 data were classified as ready predictions and turned 

out to be ready, 14 data were predicted to be quite ready and turned out to be quite ready, 2 data were predicted 

to be quite ready and turned out to be not ready, 2 data were predicted to be not ready and turned out to be quite 

ready, 18 data were predicted to be not ready and turned out to be not ready. 

3.5 Validation Data Testing 

Data testing is a set of data that is carried out on a Machine Learning algorithm by evaluating the performance of 

the algorithm. In the testing process, the performance of the algorithm will be tested using a testing set, where the 

testing set and training set are different data. Below is an image of the visualization of the classification of error 

data testing based on training data. 
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Figure 4. Error in Clasification 

The image is a statistical error data in the testing set that is classified READY and turns out to be 

READY, classified READY and turned out to be QUITE READY, classified QUITE READY and 

turned out to be READY, classified QUITE READY and turned out to be QUITE READY, classified 

NOT READY and turned out to be NOT READY. The number of 120 testing data is denoted by the 

symbol X and the sum of 4 testing data is denoted by the symbol. The figure below is part of the testing 

data that is classified incorrect data (error). 

The explanation of the correct data and false data (error), that is, the correct data means data that is 

classified or predicted ready and turns out to be READY, while the wrong data (error) means data that 

is classified or predicted ready and turns out to be QUITE READY. So, true data and incorrect data 

(error) have quite significant differences. 

 

Figure 5. Clasification Data Testing 

The image is a statistical error data in the testing set that is classified READY and turns out to be 

READY, classified READY and turned out to be QUITE READY, classified QUITE READY and 

turned out to be READY, classified QUITE READY and turned out to be QUITE READY, classified 

NOT READY and turned out to be NOT READY. The number of 120 testing data is denoted by the 

symbol X and the sum of 4 testing data is denoted by the symbol. The figure below is part of the testing 

data that is classified incorrect data (error). 

The explanation of the correct data and false data (error), that is, the correct data means data that is 

classified or predicted ready and turns out to be READY, while the wrong data (error) means data that 

is classified or predicted ready and turns out to be QUITE READY. So, true data and incorrect data 

(error) have quite significant differences. 
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4. CONCLUSION 

The results of research on the prediction of student readiness to face national exams that are potentially ready, 

quite ready, or not ready can be drawn conclusions, namely data preparation is carried out by the process of data 

cleaning or data cleaning by eliminating unnecessary attributes. Furthermore, data in the form of numerical is 

changed to nominal. The test was carried out using the WEKA application, using the confusion matrix method to 

determine the effectiveness of classification with model equations and can be calculated to find accuracy, 

sensitivity, specificity, positive predictive value (ppv), and negative predictive value (npv). The results of the 

evaluation and validation of the confusion matrix using training data and testing data showed the accuracy rate 

and error rate in the Naïve Bayes algorithm of 96.8254% and 3.1746%. 
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